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Abstract

The Occupy Wall Street movement began on the streets and is being archived on the Web by organizations such as the Internet Archive and the Roy Rosenzweig Center for History and New Media. Using various methods such as APIs and web crawlers, various documents including images, newsfeeds, livestreams, poetry, scholarly articles, blogs, and social media posts chronicling the events of OWS are being “preserved.” This paper aims to explore web archiving as a viable means of digital preservation, and whether future generations will have access to what some consider the “revolution of our time.”

We’re Saving Occupy – But will it Keep?

There’s a movement happening in the streets and we’re sharing it on the Internet. Images of human chains, police batons, college students doused with pepper spray. Videos of police tear-gassing protesters in raids against Occupy encampments in hundreds of cities around the globe. Handcrafted pamphlets, fliers, calls to action against corporations. YouTube videos chronicling marches, protests, sit-ins, blockades. Blogs, websites, tweets, Facebook posts, listserv discussions, newsgroups. These are some of the documents that comprise the Occupy Wall Street movement.  

“Occupy Wall Street (OWS) is a people-powered movement that began on September 17, 2011 in Liberty Square in Manhattan’s Financial District, and has spread to over 100 cities in the United States and actions in over 1,500 cities globally.” (Occupy Wall Street, 2011) Inspired by uprisings in Egypt and Tunisia, OWS’s mission is to “fight back against the corrosive power of major banks and multinational corporations over the democratic process, and the role of Wall Street in creating an economic collapse that has caused the greatest recession in generations.” (OWS, 2011)

What began as a singular call to action is now a massive, growing movement with a plurality of voices speaking out for social justice and human rights by way of their leaderless ethos. The velocity of the grassroots endeavor has been stunning in its ubiquitousness in social media circuits like Facebook and Twitter as well as the open web. This movement may have begun on the streets but social media and information sharing have galvanized it. The viral nature of popular memes like “pepper spray cop” has propagated Occupy’s ethos, giving more credence to its message. Mainstream media and satirical cartoons have also satirized the Occupy movement, furthering its outreach.

There appear to be two non-OWS affiliated organizations actively involved in archiving documents related to Occupy: the Internet Archive and the Roy Rosenzweig Center for History and New Media. While both organizations acted swiftly to “save” Occupy documents, one wonders whether either are “doing” preservation? Will future generations be able to access the documents of this movement? How do we as archivists, as curators of cultural heritage preserve the myriad born-digital documents of a revolution? And, are they worth saving? This paper will explore web archiving methods currently being employed by these institutions to preserve documents capturing the living history of the Occupy Movement. 
Archiving Human Rights  

“It is often the case that seminal social and political movements dictate the creation and availability of entire new bodies of documentary evidence.” (Montgomery, 1996) “More and more of our cultural, political and social record is being born on the web today, not on paper," says Abby Grotke, Library of Congress’s Web Archiving Team Leader. "We need to ensure that we have enduring access to this information," she counsels. "Simply put, what we capture today is what will inform the future." (LC, 2010) “Such communications are the digital-era counterparts of the posters, pamphlets, and other forms of street literature that have long served as indispensable sources of information on political trends, ideologies, and activities. Unfortunately, the content of Web-based political communications is disappearing without being properly archived…These are vital primary source materials for history and area studies, but tend to be produced erratically and disappear quickly.” (CRL, 2002)

While the Library of Congress’s “overseas offices in Cairo, Islamabad, Jakarta, New Delhi, and Rio have documented websites covering elections and events in their regions of the world”, and the LC have collaborated with Archive-It, the California Digital Library, and the Internet Archive to collect documents related to the Jasmine Revolution in Tunisia, the Japanese earthquake, and events of the Middle East and North Africa, it is curious to note that the LC is not actively collecting documents from the Occupy movement. (LC, 2011) One wonders whether this is indeed an area that the LC is purposely avoiding due to conflict. Are the LC willfully resisting the need to digitally preserve the Occupy Movement for fear that those preservation actions may be misconstrued as validating or condoning OWS actions? While the LC’s digital curation capabilities would add value to the OWS collections, it also seems sensible for them to maintain their “neutral” approach to avoid potential conflicts related to any possible mishandling or mismanagement of Occupy documents. 
Nonetheless, “the implications for documentary projects in the human rights field are significant for the study of …law, the historical erosion of state sovereignty, the rise of individual rights in [domestic and] international affairs, the mass global migrations of peoples, ethnic strife, nationalism, and numerous other social, cultural, and political issues that reveal the humanity or inhumanity in the later 20th century.” (Montgomery, 1996) “As a profession we neglect it at the peril of doing a great disservice to historical memory and rendering ourselves progressively irrelevant to future intellectual endeavors.” (Montgomery, 1996) If the LC is not willing to archive or preserve Occupy, it seems there are several other organizations and individuals interested in the looming task at hand.  

Web Archiving

As a community, we are engaged in “archiving” what so many are calling the revolution of our time.  As a “people-powered movement”, this makes sense. We all have pieces of it whether we know it or not. In browsing social media sites like Facebook or Twitter, visiting blogs, reading the news, and checking our email, we are surreptitiously saving bits and bytes of information about Occupy on our hard drives and/or in our spam folders. Benign accumulation or not, it is interesting to note that this is one way the Occupy movement is being archived, if not preserved. 

Personal digital archiving of the Occupy movement is also being achieved purposefully through means like email, Facebook, Twitter, YouTube, Flickr, blogs, Zotero and Delicious. Yet, while the proliferating, viral nature of the Web ensures our opportunities to view a single image repeatedly in myriad locations, it does not ensure our ability to revisit these same images in five years.  As Marshall notes: 

“At the time of storage, replication is a valuable safeguard. But as time passes, the status of these distributed stores changes: ISPs go out of business; unused accounts are deactivated; people change their institutional affiliations…Furthermore, data entrusted to services and remote stores may be cared for in a manner different than the individual expects: an ISP may fail to perform periodic backups or refresh older storage systems; service providers may fail to issue the appropriate notifications; and so on…One way or another, a collection copied in three places is reduced to two copies, then one. ” (Marshall, 2008)

As archivists, it is incumbent on us to meet certain criteria to maintain our digital collections: digital objects must be controlled, i.e. findable, secure, readable, renderable, and authentic. Digital preservation necessitates the use of metadata by which to store and retrieve our digital objects. A collection must be safe and secured from both internal and external threats. We must also know when to upgrade our software and hardware to maintain readability of our collections. Congruent with readability is renderability; we must know how our digital objects should be displayed. 

The National Library of Australia lists three main criteria for maintaining viable access to web archived links: use [of] a persistent identifier system; organi[zing] the web site to reduce the need to move material around; and keep[ing] older material accessible even if it is no longer on the main pages of the web site. (National Library of Australia, 2002) In this paper, I also explore PREMIS criteria in considering the validity of an institution’s preservation strategies.
Internet Archive

Founded in 1996 by Brewster Kahle, the Internet Archive (IA) is a nonprofit organization whose primary aim is to “offer permanent access for researchers, historians, scholars, people with disabilities, and the general public [access] to historical collections that exist in digital format.“ (Internet Archive, n.d.) According to their website, this refers to the archiving of “publicly accessible Web pages” and does not include email. Their digital library is augmented with the aid of web crawlers; computer programs created to methodically scan the Web for pertinent data, take a snapshot and retrieve it for later use. Their crawler “bot” Alexa Internet (http://www.alexa.com/) analyzes the open Web but avoids sites marked private with the use of a file called robots.txt, which names sites to be excluded from web crawls.

While IA is creating metadata by which to store and retrieve items in their library, it is evident that they are not assigning descriptive metadata, or at least they are not doing so transparently. What also remains to be seen is whether the many employed contributors are adherent to any metadata standard to aid user retrieval or preserve the integrity of their collections. While users browsing IA’s Occupy archive will likely find information relevant to Occupy, one will also likely discover an egregious number of typos in the metadata. This also seems problematic for maintaining authenticity and may be perceived as a trust-barrier for some users. What is also curious is the question of whether IA practices data curation. With the “digital deluge of data” (Conway, 2010) streaming in, one wonders how IA is capable of assigning metadata or revisiting archived data. As Clausen states, ”Revisiting pages consumes resources, even if heuristics can be found to alleviate this process” (Clausen, 2004).  While IA does not explicate details pertaining to their methodologies, it seem likely that Alexa Internet is also utilized for these actions as well as crawling the Web. 

IA’s primary method of preservation is described rather ambiguously as “migration.” (IA, n.d.) A link refers users seeking more information about preservation to Petabox’s website (http://www.archive.org/web/petabox.php), IA’s fourth-generation storage system and “large scale data repository” that describes it’s heating system but neglects the subject of curation entirely. (IA, n.d.) IA also refers to their preventative measure of maintaining data format integrity as “collecting software and emulators that will aid future researchers, historians, and scholars in their research.” (IA, n.d.) While we do know that IA employs the .warc format for storing collections, they appear to be rather vague in describing any of their employed preservation methods. It also seems indiscernible from their site whether they are validating their files or implementing any other PREMIS features to preserve collections. 
Archive-It
 

A related IA project is Archive-It, a subscription-based “web archiving service from the Internet Archive [that] helps organizations harvest, build, and preserve collections of digital content.” (Archive-It, n.d.) Archive-It describes features of their curation process as being capable of setting “harvests...to ten different capture frequencies”, performing analysis and creating reports to “evaluate …web harvests”, utilizing “Dublin Core Metadata and customized fields for cataloging collections” and using “tools to expand or limit scope.” (Archive-It, n.d.) “

 Collected by Internet Archive Global Events, their  “Occupy Movement” archive was begun in November 2011 and is less than a month old. It is published by the Internet Archive, and maintains international coverage of OWS events. A cursory search confirms their use of preservation metadata e.g. their “documentation of the digital provenance of a resource” in that they maintain and make available all captures of a digital object. (Caplan, 2009) Masanes (2005) states “Choice of an appropriate frequency for capture can be problematic because, to be efficient, it should be done at the page level.” Since it does seem as though both Archive-It and IA are capturing at the page level, this knowledge should help ensure authenticity of their digital objects for users. Although their brochure mentions “customized landing pages as included,” it is not clear whether Archive-It utilizes persistent URLs. (Archive-It , 2011) 
Using IA’s Wayback Machine, Archive-It has access to archived Occupy-related Facebook links from December 2011. The author found this to be inconsistent with IA’s statement concerning a “6 - 14 month lag time between the date a site is crawled and the date it appears in the Wayback Machine. (IA, n.d.) One wonders whether special consideration is being taken for spontaneous events like the Occupy Movement. While it remains unclear from their site, it seems likely that Archive-It also utilizes the Alexa web crawler to scan and retrieve information germane to their mission as IA does.   

Both the Internet Archive and Archive-It comply with varying degrees of effort to criteria necessary for digital preservation. IA appears to be using migration as their preferred preservation strategy. Archive-It helps “support authenticity by documenting the digital provenance of the resource -- its chain of custody and authorized change history.” (Caplan, 2009) IA no longer uses magnetic DLT tape for storage, opting instead for their Petabox storage system of “4 data centers, 1,300 nodes,  [and] 11,000 spinning disks” (IA, n.d.) Though mention of these spinning disks sends shivers down the author’s spine and while improvements in metadata standards could be made to assuage user concerns, both services ultimately present users with invaluable opportunities to retrieve seemingly lost data by way of their Wayback Machine. As Masanes (2005) states “archiving the Web is a task that no single institution can carry out alone.  

Roy Rosenzweig Center for History and New Media

Founded in 1994 by Roy Rosenzweig, the Roy Rosenzweig Center for History and New Media  (CHNM) at George Mason University (GMU) has “use[d] digital media and technology to preserve and present history online, transform scholarship across the humanities, and advance historical education and understanding.” (Roy Rosenzweig Center for History and New Media, 2011)  
Primarily maintained by volunteers, their project #Occupy Archive (http://occupyarchive.org/about) is “saving materials currently available on the web related to #OWS, [as well as] collecting stories, photos, video, and sounds from those participating in, organizing, or observing Occupy Movements.” (CHNM, 2011) There is also an open call on their website for contributors who “will thereby retain ownership of all that [they] share, and…contribut[e] to the historical record.” (CHNM, 2011) This community-based approach seems to be beneficial for building the archive as well as relevant to the nature of the Occupy project. As Abbie Grotke states in her presentation at the annual meeting between the LC and the National Digital Information Infrastructure and Preservation Program (NDIIPP), “the benefits of cooperative archiving include the ability to react more quickly to rapidly unfolding events, [opportunities to] archive more content, learning from partners’ [various areas of] expertise, and sharing knowledge with others.” (Grotke, 2011) 

Like IA and Archive-It, the CHNM uses the snapshot approach to retrieve relevant data. Zotero and Omeka, two open-source projects of the Roy Rosenzweig Center for History and New Media are being utilized to build the Occupy Archive. Using Zotero on the Omeka platform, CHNM “collects snapshots of organizational webpages, forums, YouTube channels, Facebook pages, fliers, and another digital imprints of the Occupy groups.” (CHNM, 2011) Upon further excavation, it appears that while Zotero does not seem to be preserving digital objects, Omeka possesses myriad capabilities for augmenting this “snapshot approach.” 

Omeka hosts various plug-ins which allow users to import myriad file formats including CSV, Google Docs, Dropbox, EAD, Dublin Core metadata, and also allows for OAI-PMH harvester to “harvest metadata from OAI-PMH data providers.” (http://omeka.org/add-ons/plugins/) As web archiving tools, Omeka’s plug-in capabilities appear to have many potential uses for archivists, many of which the author is still wrapping her head around. In terms of preservation, who knows! They make claim to an “ingest process” but there is no reference to OAIS compliance. 

CHNM does not state whether they are validating or migrating their collections. Omeka does not share how they are storing collections in their “repository.” What is known is that Omeka uses Dublin Core metadata standards and allows for user tagging. It is not clear how contributors gain access to a controlled vocabulary to adhere to these standards. 
While both the Internet Archive and the Roy Rosenzweig Center for History and New Media purport to be archiving documents relevant to the Occupy Movement, it does not appear that either is applying sound long-term preservation practices to ensure longevity or access in 5 or 20 years. While the Wayback Machine appears to provide persistent links to archived webpages, one understands its tenuous nature due to IA policies that allow site owners to request removal of content at any time as well as ongoing copyright issues. (http://www.archive.org/about/terms.php)  The overwhelming amount of data related to the Occupy Movement necessitates automation, yet it seems unlikely that web archiving by means of crawlers or APIs will afford future generations the consistency and dependability of trusted digital repositories or analog formats without the application of a OAIS-type standard. 

Future for Digital Stewardship of Occupy documents

Onward, there are a few notable possibilities for long-term digital preservation of the Occupy Movement. Cooperative archiving while unreliable if destabilized due to benign neglect can nevertheless be utilized as a means of creating digital surrogates via the Lots of Copies Keep Stuff Safe (LOCKSS) system. “The LOCKSS technology implements a peer-to-peer network of persistent web caches. The caches proactively crawl the web to collect relevant new content as it is published. Unlike normal caches they are never flushed. The caches cooperate to detect and repair any damage automatically, without human intervention. The cached content is perpetually audited; the archive is never "dark." (Reich, 2002)
The implementation of a cooperative archiving system using LOCKSS may allow for multiple organizations like libraries, museums, schools, and other cultural heritage institutions to form a consortium by which to share the responsibility of managing our digital heritage collections. Some potential collaborators may include the following human rights organizations, libraries, and universities:
The Web Ecology Project (WEP), an “independent, interdisciplinary research group…explores the flow of culture and community on the Web by build[ing] tools and utiliz[ing] Application Programming Interfaces (APIs) that permit large-scale data mining of social media.” (Van Deusen, 2010) “The group views human rights as “a potentially rich locus of collaboration” and may be perceived as a potential future collaborator in preserving OWS documents if necessary.

Askhoj et al (2011) have devised a model whose “strength [seems to be] that it builds on existing OAIS concepts, while being compatible with cloud computing systems.” The model makes it possible to provide preservation metadata, storage, packaging etc. as services.

With partial funding from the Andrew W. Mellon Foundation, Columbia University Libraries and Information Services have teamed with the Center for Human Rights Documentation and Research (CHRDR) to form the Human Rights Web Archive. This initiative was formed  “to select, preserve, and provide access to freely available Internet resources, specifically addressing at-risk websites in the area of human rights.” (Columbia University, 2011) 

“As social software and digital libraries mature, we are beginning to realize some economies of scale; neither individuals nor institutions are obligated to go it alone to maintain their digital belongings…On a larger scale, maintaining archives of consumer assets calls for a partnership among libraries, publishers, non-profits, and software and Internet services companies to develop a sense of what cultural stewardship means.  (Marshall, 2008)

The Occupy Movement is reshaping history by bringing the power back to the people, restoring faith in the impoverished, the homeless, the wealthy, the working-class. This revolution must be preserved so future generations can witness the courage and hope our people bestowed on one another, a continuum of people standing shoulder to shoulder with fists raised in resistance to willful ignorance and corporate dominion. 

It seems fitting that memory institutions in service of the people like libraries, archives, museums and schools should be the fully funded curators of such a worthwhile endeavor. 
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